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Federated Learning (FL)
• Each client trains a local model using its 

data
• All the local models are aggregated to 

generate a global model 

• Preserve data privacy 
• Healthcare
• Finance

• Leverage computing resources from 
multiple clients

Federated Learning 
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Problem Definition
C 𝜃, S, r = ?

How to certify the
accuracy of 𝜽 when it is deployed in practice ?

Train a global 
model 𝜽

D!

No test data
S

P(D!) D" P(D") D# P(D#) D$ P(D$) D% P(D%)
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Client C& C' C( C) C*…
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𝑥 r!

r"

Classifier 𝒇 is robust at sample x within radius r!

Classifier 𝒇 is not robust at sample x within radius r"

Certified Accuracy: C f, S, r = #+
,-./01

#+

Dataset S with n$ samples 
Classifier f is robust at n$%&"'() samples within radius r

𝑓 𝑥 + 𝜖 remain correct, ∀ 𝜖 ~ 𝑁(0, 𝑟*𝐼)

𝑓 𝑥 + 𝜖 do not remain correct, ∀ 𝜖 ~ 𝑁(0, 𝑟+𝐼)

Certified Accuracy
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• VW: Volume-based Weighted-sum Method

⋮n,
n
×

Approximation
certified accuracy

• c 𝜃, S, r ≈ ∑#$%& '!
'
𝑐(𝜃, 𝐷( , 𝑟)

+ n-
n
× + =n.

n
×+

• n = ∑#$%& n# with n# is the cardinality of the local dataset D#

Drawback: VW leads to less reliable evaluations of the global model’s performance when 
client data is highly heterogeneous 

[1] H. R. Roth et al., “NVIDIA FLARE: Federated learning from simulation to real-world,” Computing Research Repository arXiv Preprints, arXiv:2210.13291, 2022 

Related Work
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C 𝜃, S, r ≈)
23&

*

𝛼2𝑐(𝜃, 𝐷4, 𝑟)

After Training

D!

S

P(D!) D" P(D") D# P(D#) D$ P(D$) D& P(D&)

P(S)

𝑐(𝜃, 𝐷!, 𝑟) P(D!) 𝑐(𝜃, 𝐷", 𝑟) P(D") 𝑐(𝜃, 𝐷#, 𝑟) P(D#) 𝑐(𝜃, 𝐷$, 𝑟) P(D$) 𝑐(𝜃, 𝐷&, 𝑟) P(D&)

è Find optimal 𝛼∗

…

…

Motivation
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Client Side

N

2

1

Send 𝑝(𝐷') and 𝑐(𝜃, 𝐷' , 𝑟) to the Server

⋮ ⋮ ⋮

Class distribution
𝑝 𝐷'

Local certified 
accuracy 𝑐(𝜃, 𝐷' , 𝑟)

Client data
𝐷'

Server Side

𝜶∗,# =argmin
$% %&'

()
𝑝 𝑆 − -

%&'

|))|

𝛼%#𝑝 𝐷%

⋮

𝜶∗ ×

① Randomly select 𝐸 clients at test round 𝑡:

② Group 𝐸 clients into 𝐺( groups based on 
their volume:

③ Solve the optimization problem to find 𝜶∗,(:

Approximation 
certified accuracy

The optimal 𝜶∗ from all 𝑇 test rounds:

𝜶∗ = argmin
(+{!,…,.}

𝑝 𝑆 − =
'+!

|1!|

𝛼'
∗,(𝑝 𝐷'

Methodology – Overview
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N

2

1

⋮ ⋮⋮

Class distribution
𝑝 𝐷(

Local certified 
accuracy 𝑐(𝜃, 𝐷( , 𝑟)

Client data
𝐷(

Local Accuracy 

Certification +

+

+

Send 𝑝(𝐷4) and 

𝑐(𝜃, 𝐷4, 𝑟) to server

[2] J.Cohen et al.,“Certified adversarial robustness via randomized smoothing,” in Proceedings of the 36th International Conference on Machine Learning, 2019, pp. 1310–1320. 

Methodology – Client Side

Local Accuracy 

Certification

Local Accuracy 

Certification

Send 𝑝(𝐷4) and 

𝑐(𝜃, 𝐷4, 𝑟) to server

Send 𝑝(𝐷4) and 

𝑐(𝜃, 𝐷4, 𝑟) to server
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Virtual client V:
• n0 = ∑12,3 n1
• 𝑝 D0 = ∑1 2,3 #?

#@
p D1

• c 𝜃, D0, r = ∑1 2,3 #?
#@
c 𝜃, D1, r

Methodology – Server Side

① Random select 𝐸 clients at test round 𝑡:

② Group the clients into 𝑉 groups based on 
their volume:

for t = 1 to T do
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① Random select 𝐸 clients at test round 𝑡:

② Group the clients into 𝑉 groups based on 
their volume:

for t = 1 to T do

Using CVXPY to solve:  

𝜶∗,# =argmin
$% %&'

()
𝑝 𝑆 − -

%&'

|))|

𝛼%#𝑝 𝐷%

③ Solve the optimization problem to find 𝜶∗,B
𝜶∗,> =argmin

?" "#$
%&

𝑝 𝑆 − :
($%

|A&|

𝛼(>𝑝 𝐷( ,

subject to: 
∑($%
|A&|𝛼(> = 1, 0 ≤ 𝛼(> ≤ 1, ∀ i ∈ [1, GB .

Methodology – Server Side
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⋮𝜶D∗ ×

Approximation
certified accuracy

Find the optimal 𝜶∗ from all 𝑇 test rounds:

𝜶∗, G∗ = arg𝑚𝑖𝑛
42{,,…,8}

𝑝 𝑆 − J
:2,

0

𝛼:4𝑝 𝐷:

c 𝜃, S, r ≈:
#$%

|C∗|

𝜶#∗𝑐(𝜃, 𝐷( , 𝑟)

+ 𝜶F∗ × + =𝜶|H∗|∗ ×+

Methodology – Server Side
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• Methods
• VW: Volume-based Weighted-sum
• AP: FedCert without client grouping
• GA: FedCert with client grouping

• Backbone of 𝜽
• ResNet-18 
• MobileNetV2 

• FL training algorithm
• FedAvg
• FedProx
• Scaffold

• Datasets
• CIFAR-10 
• CIFAR-100

• Split
• 50000 images for the local datasets
• 10000 images for the target test dataset

• The local datasets are distributed to 
clients using different types of non-
IID distributions
• Pareto
• Dirichlet 

Experiment Settings 
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TABLE I: Performance of three approximation methods for estimating certified 
accuracy with different FL settings

GA consistently outperforms 
both AP and VW methods

Client grouping improving the 
performance of FL systems

Performance of Approximation Method
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For the Pareto partition, GA consistently shows superior performance 
with the lowest RMSE and MAPE values in most cases. 

TABLE II: Impact of the data distribution on the performance of proposed 
methods (ResNet-18, CIFAR-10 dataset, FedAvg) 

Impact of the non-IID degree
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TABLE II: Impact of the data distribution on the performance of proposed 
methods (ResNet-18, CIFAR-10 dataset, FedAvg) 

GA outperforms both AP and VW 
methods at β = [0.1, 0.3, 0.5]

AP shows competitive 
performance and outperforms GA

Impact of the non-IID degree
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When the data distribution becomes less skewed, grouping the 
data from two or more clients may result in group imbalance

TABLE II: Impact of the data distribution on the performance of proposed 
methods (ResNet-18, CIFAR-10 dataset, FedAvg) 

Impact of the non-IID degree
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TABLE III: Robustness of the proposed methods to the FL algorithm 
(ResNet-18, CIFAR-10 dataset, Dirichlet, β = 0.1) 

GA method consistently outperforms both the 
AP and VW methods across all metrics for all 
algorithms

Robustness to the FL algorithm



19

Figure 1. Performance under different desired data distributions (PS) and the test sample 
distributions of all clients (PD). (ResNet-18, CIFAR-10 dataset, Pareto, β = 2, FedAvg)

Different desired data distributions
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• Propose a novel algorithm – FedCert
• Incorporating the client grouping algorithm 
• Leveraging certified accuracy principle 
• Offers a structured approach to enhance the robustness of FL models 

against adversarial perturbations

• Results
• Significant improvements in accurately evaluating the robustness of the FL 

system on the CIFAR-10 and CIFAR-100 datasets 

• Future Work
• Further optimizing the algorithm and exploring its applicability to diverse 

datasets and FL scenarios. 

Conclusion


